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watermarking problem, whergis the host signal, and is
ABSTRACT noise due to an AWGN attack. Using mean squared error
Blind digital watermarking is the communication of infor{MSE) as distortion measurement, the constraint on the wa-
mation via multimedia host data, where the unmodified haestmark embedding distortior, corresponds to the power
data is not available to the watermark detector. Many weenstraint. The decoder must be able to decode the transmit-
termarking schemes suffer considerably from the remated watermark message without having access to the host
ing host-signal interference. For the additive white GausignalZ.
sian case, Costa showed theoretically that interference from

the host can be eliminated. However, the proof involves a T v

huge, unstructured, random codebook, which is not feasi-

ble in practical systems. We present a suboptimal, practi-

cal scheme that employs a lattice-structured codebook to fé- [ Encoder | w1 s=r+i X g Decoder | riv
duce complexity. The performance of the proposed scheme u U

is compared to the information-theoretic limit and similar

recent proposals. ) ]
Figure 1. Watermark encoding followed by AWGN attack.

1. INTRODUCTION

Digital watermarking is the communication of information Costa’s solution for the blind watermarking problem is
by embedding it into multimedia data, called “host dataot practical since a huge randowdetok (CB)U" is in-
without introducing perceptual changes and receiving VRlved. In this paper, we discuss a watermarking scheme
later. The data with embedded watermark are denotedha! is based on Costa’s solution, however, the random CB
“public data”. The embedded information can be used fi§r replaced by a lattice-structured CB to reduce complex-

copyright protection or protection against deliberate or coiff: Further, we restrict the discussion to schemes that are
cidental alteration of multimedia data. designed independently from a specific host signal distribu-

o . ) tion. These schemes can be easily implemented for many
For most applications, digital watermarking schem@gterent host signals. We assume 1D signals and con-

must be designed such that the embedded information ¢ap,, only an AWGN attack. Thus, the communication
be decoded reliably after common signal processing 0pelganarig is completely described by thatermark-to-nise
tions, and in some cases, even after deliberate attacks, €80 WNR = 10log, o 02, /02 Extensions to non-white sig-

in copy protection appl_lcatlons. In most applications, the, s and other attacks are not discussed here. In Section 2.1,
unmodified host signal is not avallak_)le to the watermark d€5t4's approach is briefly reviewed using notation common
tector. Therefore, many watermarking schemes suffer C@f \\ atermarking schemes. Then a watermark embedding

siderably from the host-signal interference. Using resuB%ceSS based on Costa’s idea, but using a simplified CB,
from Costa [5], Chen and Wornell [3] have shown that, fo jerived. A performance analysis is given in Section 3
lID Gaussian signals and an additive white Gaussian nolggy some extensions and modifications are discussed in Sec-
(AWGN) attack, the theoretical capacity of a blind watef;,, 4

marking system is equal to that of a receiver with access to

the host signal. The host-signal interference can be elimi-

nated if the host signal is used as side information by the 2. WATERMARKING EXPLOITING

watermark encoder. SIDE-INFORMATION AT THE ENCODER

Costa gave a theoretical solution to the communicg-q Capacity-Achieving Blind Watermarking
tion problem depicted in Fig. 1. The message €

{1,2,..., M} should be transmitted with a power constraifithe main ingredient of Costa’s solution [5] to the transmis-
for the signalt = [wy,w2,...,w,,...,wy] of lengthN. sion problem shown in Fig. 1 is the design of a specific CB
The interfering Gaussian noise sourcés~ N (0,021x) U™ and appropriate encoding process. Here, we summarize
andv ~ N(0,021x) are not known to the decoder. Howthe most important steps of Costa’s approach. More details
ever, the encoder knowss This problem resembles the blindappear in [5, 6].



First of all, a random CB First, theN-dimensional CB/" is structured as product
N e oo = | e (1.9 I CBUN = U' ol o- - -ol4* of a one-dimensional component
us = {a=d+od | Le{L,2, .., L}, CB . All component CBs are identical.

= 2 2 2
W~ N(0, 04 In), X ~ N (0,05 In)} - (1) Then, the component CB' must be separated into two

must be designed, wherg andxX are independenm — distinct parts]/{(} andl/{f, to allow for the transmission of
[2(V-I(wiy)=€)] is the size of the CBJ(u;y) is the mutual dn € {0, 1} per signal sample. Here, we set
information between the CB entries and the received signals 1

; ; o . ' Uy, = =kaAlk e 3
andN is the codeword length. The CB is partitioned idtb 0 {u oA A} ®)
non-intersecting sub-CBs in such a way that each sub-CB u = {u = kaA + 0‘_‘ ke Z}, (4)
UN contains about the same number of sequences. Thus, the 2

CB can be denoted By™ = U ULLYU---UUNU- - UUY.  wherea, A € R+ are parameters yet to be derived. The

This CB is available at the encoder and the decoder. entire composite CB(! = /! U/} can be written as
Assume a host signaf is given and a watermark mes- aA
sagem should be transmitted. First, a jointly typical pair /' = {u = kaA + dT de{0,1},k € Z}. (5)

(ifp, T) in the sub-CBUY must be found. This is equiva-

lent to looking for a sequena, such thatij = ip — aZ'lS  Next, the random CB (1) in Costa’s transmission scheme
nearly orthogonal t&®. The encoder declares an error if ngy replaced by the product GBY = U olf' o---ol4", with

such sequence is found. However, the probability of finding 5¢ gefined in (5). For embedding the watermark bit se-

no suitable sequenag vanishes exponentially & — 0. ,encefwe have to look for a jointly typical paitio, 7), or
Second, the public signal is given By= & + , or equiv-

PR - equivalently find a sequenée= w/a = (dy/a) — & which
alently, the signali’ is transmitted over the channel showpy nearly orthogonal t@. For the given scheme, this process

in Fig. 1. Third, the decoder searches the entire CB fOl.g, pe reduced to samplewise scalar uniform quantization
sequence such tha{, i) is jointly typical. An error is de-

clared if more than one or no such sequence is found. Again, Un.0 0 < ul >
- = mna = )

(6)

with high probability the decoder will find only one such a
sequence, which will be equal . The index/m of the

sub-CBU;, containingi is the decoded watermark messagahereQ(-, /) denotes quantization to the @B andl(; /«
The probability of error averaged over the random choicemians scaling all CB entries By «. Here, the scaled CB

code goes to zero exponentially fastids— co. corresponds to a uniform scalar quantizer with step aize
Costa showed that for the CB (1) with Finally, the transmitted watermark signal is given by
o2 1 W= iy — af = af, (7
a = Oé* — 5 w 5 = WNR y (2) . . .
owtoy 1+10- /10 wheree = i, /a — # is equal to the quantization error when

the capacity i€ = %10g2(1+03v/0‘2,), which is equal to the quantizing the host signat using the scaled product CB

capacity of the transmission scenario where the host signéﬁg/a‘ Note that it is well-known thgt thg quantization error
known to the decoder. Thus, not knowing the host signalea'ls, almost orthlogonal to the quantizer inplior an alm.ost.
the decoder does not decrease capacity. Note that the ¢ gggrm host signal PDF in the range .Of one ql_Jan'Flzatlon
ity is completely determined by the WNR, and independ a2nd thatzthe power of the quantization error is given by
from the host signal power?. Efe’} = A%/12.

In the described embedding scheme, two parameters,
2.2. Watermarking using Lattice-Structured CBS  namelyA anda, are involved. For a given watermark power

The CB sizeL of (1) can become very large, even for modZw these parameters are related by

est signal lengtliv and size of the watermark alphabet. This 5 5

can be easily seen for low channel noise powgmwhena is o= Tw 120y, (8)

closeto 1. Inthis case, the CB (1) must provide a sufficiently E{e?} A?

accurate description of any possible host sighaNeither ) _ ) )

storing the CB (1) nor searching it is practical due to its ran-C0Sta determined”, given in (2), to be the optimal value

dom structure and huge size. Therefore, we propose usgidfgihe random CB (1). The optimal value offor the struc-

a suboptimal, lattice-structured CB while leaving the mafHréd CB can be different. However, it appears that this op-

concept of Costa’s transmission scheme unchanged. Furtif@@! value is hard to find analytically, even for the simple

we develop a scheme that is independent from the host 44/GN channel. We will turn back to this problem in Sec-

nal distribution, except for the assumption of a reasonaB'I?” 3.2.

smooth PDRpy (x) ando? > 02, 02. The presented watermark embedding scheme is depicted
in Fig. 2. We denote it by SCSdalar ®sta sheme). Note

that the embedding process works samplewise. The embed-

We assume that the watermark messagis encoded into ding ofd,, € {0, 1} can be expressed as subtractive dithered

a sequence = [di,da, ..., dy,...,dy] Of N lettersd, € quantization, wheré\d,, /2 is the dither signal and is the

D ={0,1}, thusm = d. step size of the uniform scalar quantizer.

2.2.1. Embedding using Scalar Uniform Quantization



error sample to a maximum absolute valug@2. Thus,

_f en 2 lenl < B/2
Wn _{ signle,)3/2 : else ) )

The embedding process for CP-SNS is depicted in Fig. 3.
Forg > A, CP-SNS is equal to DM. However, the parame-
Figure 2. Watermark embedding for Costa’s scheme withtar 3 can be optimized for each WNR to improve robustness.
scalar component CB. Therefore, this scheme can also never perform worse than
DM.

Ln
|

2.2.2. Detection Based on Scalar Uniform Quantization

As in Costa’s scheme, the watermark decoder has access to
the same CB as the encoder. For SCS, the produé&t EB-

Ut ol o---olU', withi* asin (5), is used. Treating this CB  £d,, w, Y Sn

as a quantizer, the decoder acts as if it quantizes the received —/

signaliy = Z#+w+ v, which can be done for each component

CBU' separately. From the indéxf the selected quantizerrigure 3. Watermark embedding using CP-SNS with binary
bin, the decoded watermark letterds= i mod|D|. From sjgnaling per sample.

this view of the decoding process, a sound interpretation of

the encoding process results: The encoder perturbs the host

signalz by @ to form the sent signaf’ = & + « so that,  For a constrained watermark embedding distortign
with high probability,7 will fall into the correctly indexed the quantizer step siz& and the threshold are dependent
quantization bin. on each other, ad and the weight are for SCS. Assum-
ing an almost-constant host signal PDF in the range of one
quantization bin, Ramkumar [7] derived the relation

Chen and Wornell [1, 2, 3] investigated a watermarking )

scheme calledupntizationndex modulation (QIM). QIM is o2 = ﬂ_(gA —26). (10)

a special case of Costa’s transmission scheme, wherd Yo 12A

regardless of the noise varianeg. As a result, QIM can Note, that the weighting by in SCS can be considered

achieve capacity as the WNR goes to infinity. However, fjfy;y gimensional thresholding of the watermark energy to
negative WNRs, which are very likely in watermarking aRpe maximal value ofVo2 .

plications, reliable transmission is difficult since the quan-
tizer cells are too small. Chen and Wornell proposed a low-
complexity QIM scheme based on dithered scalar uniform 3. PERFORMANCE ANALYSIS

quantization, called ither modulation (DM), which is an We are interested in the performance loss of SCS compared
analog to Costa’s scheme using the scalar uniform CB. Singi¢h Costa’s ideal scheme. Further, the performance should
in Costa’s scheme is optimized for each WNR to achievene compared to the suboptimal DM and CP-SNS. The com-
the best transmission performance, it is obvious that QW4rison should be independent from specific realizations of
can never perform better. Chen and Wornell used a spregigannel coding, which in practice would be combined with
ing technique to improve the robustness of DM for lowll proposed methods. A fair comparison can be obtained
WNRs which leads toead_tansform_ither nodulation by computing the mutual informatiof(y; d) between the
(STDM). The same technique can be applied to Costgeived signalf and the sent watermark messagjevhich
scheme, which is discussed in Section 4.3. In [3], Chen g8¢quivalent to the achievable rate of the specific scheme.
Wornell discuss the extension of QIM using Costa’s idegsyst, we propose an efficient way to compuigy; d) for

and denote the derived scheme as QIM with distortion cofRe investigated schemes in case of an AWGN attack. Then,
pensation. the proposed method is used to determine the optimal value

Ramkumar [7] proposed a watermarking scheme bagédhe CB parametex for SCS, and the performance of the
on the idea of ontinuous riodic functions for slf noise Watermarking schemes is compared.
suppression (CP-SNS). The periodicity is related to the cell )
size in Costa’s scheme using lattice CBs. In general, bé. Mutual Information

schemes cannot be translated directly into each other. Hewr the investigation of SCS, DM and CP-SNS, it is suf-
ever, their similar nature is recognizable for binary signalinggient to consider the transmission statistics for one signal
In this case, CP-SNS with threShOIdmg almost equal to Samp|e Sinca‘;‘, ¥ andd are modelled by 11D random pro-

SCS, except that the weighted embedding of the quantigasses and the schemes operate samplewle assume
tion erroré is replaced by thresholding each quantization

Quantizer| A

2.2.3. Comparison With Previously Proposed Schemes

tRamkumar did not propose a non-separallelimensional extension
*Throughout the paper, we consider only CP-SNS with thresholding dieehis scheme. However, SCS and DM can be easily extended to higher
to its superior performance. dimensional schemes using appropriate lattice quantizers




that the watermark message is encoded such that for eaghbe not exactly Gaussian. We have to consider periodi-
signal sample an alphab®&t = {0,1,...,|D| — 1} of wa- cally overlapping Gaussian PDFs due to the multiple repre-
termark letters is used, where each letter is equiprobalsientation of the watermark letters. For the same reason, the
Again, the host signal PDF can be approximated by a uekpression fomp,, (y|d) derived by Ramkumar [7] for CP-
form distribution sincer2 > 02, 02. The size of the scalarSNS is not exact. In [7]py (y|d) is expressed in terms of
CB is infinite, which is permissible due to the regular struthe error function, which is approximately correct only\f

ture. Any boundary effects are neglected in our analysis. is significantly larger than the noise standard deviatipn

For our assumptions, the mutual information is given by
I(y;d) = H(y)—H(yld) 7
= - /py (y) logy py (y) dy | 3

1
+ﬁ Z/Py (y|d) log, py (yId) dy. .
deD

(11)

Thus,I(y;d) is completely determined by the PDFg (v)
andpy (y|d). These PDFs can be expressed in terms of the
conditional PDFps (s|d) of the sent value for a given wa-
termark letterd and the PDFp,, (v) of the additive channel
noise:

py (yld) = ps(yld) *pv (y) (12)
L Figure 5. The upper two plots show one period of the PDFs
py (v) 1D (;)py wld). (13) of the sent and the received signal for SCS with binary sig-
_ naling ¢2,=1; WNR = 2dB; A = 5.65; a« = 0.613). The
where %’ denotes convolution. lowest plot shows the PDF of the pre-processed received sig-
nal for binary watermark transmission with host signal at the
\ Ps (SICAl) \ receiver. The filled areas represent the probability of detec-
A tion errors assuming = 0 was sent.
‘ \ A s
— d=0 o We computepy (y|d) using characteristic functions and
””” d=1 y the discrete Fourier transform (DFT) which gives very accu-
) ) Zps (3|‘Ai) ) A rate results for2 > o2, 02. Analytic expressions for the
B 1 1 1 characteristic function of a Gaussian PDF, a Dirac and a rect-
IR RN angular PDF are easy to obtain, and the convolution in (12)
é — 8 s can be translated into a multiplication in the domain of char-
acteristic functions. Using the DFT for the inverse transfor-
/ mation from the characteristic function of the received sig-
ps (s]d) nal into its PDFpy (y|d), the periodic overlapping is com-
c puted implicitly for a proper DFT window width and suffi-
N [ H cient DFT length. Fig. 5 depicts one period of the resulting
(1—a)A 5 py (y|d) for SCS and the PDBy (y|d) for a binary trans-

mission scheme with host signal at the receiver. These plots

) o ) clearly demonstrate the differences of both detection cases.
Figure 4. Qualitative diagram of the PDFs of the sent value

s for a given watermark lettet € D = {0, 1} in the case of
(A) DM, (B) CP-SNS, and (C) SCS. 3.2. Optimal Quantizer Cell Size

Costa showed that (2) is the optimal value of the random

In most cases, a simple analytical expressiopfofy|d) CB parametet for a given WNR. For the suboptimal SCS
cannot be found. Thus, (11) must be computed numescheme, the optimal value afthas still to be determined. As
cally for a numerically deriveg,, (y|d). The PDFs of the shown in Section 2.2.1y can be expressed in terms of the
sent values in case of binary signalingi(e D = {0,1}) quantizer cell size\ (8). Thus, optimizingx is equivalent
are depicted in Fig. 4 qualitatively for all three conside finding the optimal quantizer cell size. We maximized
ered schemes. Note that for low WNR, (y|d = 0) and the mutual information for a given WNR over &l € R*.
py (y|d = 1) may even overlap. Further, observe that ev&tumerical optimization is necessary since no analytical ex-
for DM and Gaussiap,, (v) the PDF of the received valuepression for the mutual information is known. The resulting



optimal quantizer cell sizes can be approximated by —————
0.5¢ <0<t <d-Adqdy o g?\;eftloz_m?tz;)rlglnal 1
. redicte
Aopt,scs = \/12 (02, +2.7102), (14) <1<]<1 < DM (&easured)
, % q — — CP-SNS (predicted)
‘R earrecnande to B, > CP-SNS d) ||
which corresponds to o4r N L St é?gtiaclis)ure )
E‘ v, . X SCS (measured)
0w (15) 203
«Q = . 3r 1
optSCS o2, +2.7102 'é_
. . S
3.3. Comparison of Detection Performance 502 1
Fig. 6 shows the achievable rates obtained for SCS, DM ¢
CP-SNS with binary signaling. DM performs poorly fo %[ I
negative WNRs. SCS and CP-SNS are much more rob S
sincea and § are optimized to achieve better noise resi: o rs = . : s
tance. SCS performs slightly better than CP-SNS. Note tl WNR [dB]

the depicted capacity curve is valid for a Gaussian host sig-

nal, whereas the achievable rate is derived for schemes fgire 7. Error probability for uncoded binary transmission.

are designed independent from specific assumptions about

the host signal (except for the assumption thatx) is rea-

sonable smooth and2 > o2,,02). Further, the optimal _ _

random CB is substituted by a suboptimal lattice CB. Thefé-1. n-ary Signaling

fore, we cannot expect to achieve capacity. However, fhethe previous sections, only binary transmission, that is

result indicates that the very simple SCS scheme performs- {0 1}, was discussed. This is reasonable since in most

quite well in comparison to the other schemes. cases watermarking schemes will operate at negative WNRs,

where the capacity is lower than 0.5 bit/'sample. However, in

T some cases positive WNRs might be of interest, e.g., when

oM s , ‘ applying the spreading technique discussed in Section 4.3.
— SCs SCS withn-ary signaling, meanin® = {0,1,...,n — 1},

I ) ] can be implemented easily by distributingdifferent sig-

naling points equidistantly over the range of one quantizer

cell sizeA. The corresponding achievable rate is depicted

in Fig. 8. We observe that the size of the alphabas im-

portant only for higher WNRs.
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Fig. 7 depicts the probability of bit error for uncoded
transmission. An additive bipolar random watermark se-
guence is used in the reference scheme with host signal at
the decoder. High error probabilities occur, particularly for
negative WNRs, where transmitting one letter per sample
means operating above capacity. In practice, low-rate error 10 e 0
correction codes need to be implemented. Here, we are only
interested in the relative performance of different schemes,, . . . .
so it is sufficient to consider the uncoded case. SCS and cp'94"® 8. Achievable rate for SCS with-ary signaling.
SNS perform comparably, and are significantly better than
DM. We also observe that the error probability predicted us-
ing the numerically derived PDpy (y|d) agrees with the 4.2. 2D Lattice Quantization With Hexagonal Cells
simulation results. Thus, it is possible to yse(y|d) as a
soft input to channel coding algorithms.

05r

capacity / achieveable rate (bit/'sample)
=
»

10 15 20

5
WNR [dB]

It is known from rate-distortion theory that higher dimen-
sional quantizers give an improved quantization perfor-
mance due to better sphere-packing abilities. Thus, there
4. EXTENSIONS AND MODIFICATIONS is hope to improve the simplified Costa scheme by using a
To roundoff the investigations, we examine some obviopsoduct CB of hexagonal lattices instead of scalar uniform
extensions and minor modifications of SCS. This shows hgwantizers. We implemented this idea and denoted the ap-
well the simple SCS already performs. proach by_lkxagonal_©sta_sheme (HCS). Fig. 9 shows



the achieveable rate for HCS, which was computed using =
a Monte Carlo approach. It appears that SCS and HCS per- _ 045
form almost identically, as long the finite alphabet size has
no limiting effect. From our investigation it is not clear if
the small differences are due to the precision of the Monte
Carlo method. However, we can conclude at least that HCS
does not give the expected gain. Note that this result is most
probably due to the host signal independent design of the
transmission scheme. Thus, these results do not contradict
to the gains reported for higher dimensional signal constel-
lations in [4].
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an AWGN attack was developed, which enables us to com-
pute the achievable rates and predict error probabilites for
different noise powers of the attack. We found that the pro-
posed suboptimal scheme performs better than previously

S r— proposed schemes and not much worse than the theoretical
WNR [dB limit suggests. Closing the remaining gap to the theoretical

limit is subject for future research. For this, the transmission

Figure 9. Achievable rate for 5-ary signaling per dimensiogcheme must be made dependent on the host signal distribu-
using a scalar uniform CB and for 9-ary signaling per gy Chou et al [4] have shown that duality between blind
dimensions using an hexagonal lattice CB. watermarking and distributed source coding exists, which
can be exploited to design better structured codebooks.
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